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Abstract

The primary aim of this paper is to present a new con-
cept, bioprofiling over Grid, and to illustrate how Grid
computing may be used to support individualisation of
healthcare in future, with the aid of a new test bed, the
BIOPATTERN Grid. The BIOPATTERN Grid is designed
to facilitate seamless sharing of geographically distributed
bioprofile databases and to support the analysis of bio-
profiles to combat major diseases such as brain diseases
and cancer within a major EU project, BIOPATTERN
(www.biopattern.org). The main objectives in this paper are
1) to report the development of the BIOPATTERN Grid for
biopattern analysis and bioprofiling in support of individ-
ualisation of healthcare; 2) to illustrate how the BIOPAT-
TERN Grid could be used for biopattern analysis and bio-
profiling for early detection of dementia. We present the
architecture and general functionalities of BIOPATTERN
Grid, and the development of a prototype test bed (includ-
ing a Grid Portal and Grid services for early detection of
dementia). We illustrate the concept of bioprofiling over
Grid and discuss issues such as scalability in high through-
put computing for biodata analysis associated with bio-
profiling for dementia. Results show benefits in both high
throughput computing in biodata analysis and for individu-
alisation of healthcare using Grid computing which makes
it possible to access geographically distributed patient’s in-

formation for subject-specific data analysis for early detec-
tion of dementia.

1. Introduction

Grid computing is aimed at the provision of a global
Information Communication Technology (ICT) infrastruc-
ture that will enable flexible, seamless and secure shar-
ing of geographically distributed resources (e.g. data, stor-
age, computers, software, tools, applications, instruments
and networks) at anytime and anywhere. In recent years,
there is a growing interest in the application of grid com-
puting to healthcare to support data-, computation- and/or
knowledge-intensive tasks in areas such as diagnosis, prog-
nosis, disease prediction and drug discovery. Often, this in-
volves the acquisition, analysis and visualisation of biomed-
ical data (medical informatics + bioinformatics). Examples
of healthcare applications include distributed mammogra-
phy data retrieval and processing (e.g. the MammoGrid [1]
and the eDiaMoND [16] projects), and multi-centre neuro-
imaging analysis for brain diseases (e.g. the BIRN [11] and
the MEGrid [13] within the BioGrid [10] projects). There
is a trend in modern medicine towards individualisation of
healthcare and, potentially, grid computing can also play a
role in this by allowing sharing of resources and expertise
to improve the quality of care.
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In this paper, we report efforts to exploit grid computing
to support individualisation of healthcare to combat major
diseases such as brain diseases within the BIOPATTERN
project (www.biopattern.org).

BIOPATTERN is a major EU-funded, Network of Excel-
lence (NoE) project. The Grand Vision of the project is to
develop a pan-European, coherent and intelligent analysis
of a citizen’s bioprofile; to make the analysis of this bio-
profile remotely accessible to patients and clinicians; andto
exploit bioprofiles to combat major diseases such as cancer
and brain diseases. A biopattern is the basic information
(pattern) that provides clues about underlying clinical ev-
idence for diagnosis and treatment of diseases. Typically,
it is derived from specific data types, e.g. genomics infor-
mation and vital biosignals, such as Electroencephalogram
(EEG) and Magnetic Resonance Imaging (MRI). A biopro-
file is a personal ‘fingerprint’ that fuses together a person’s
current and past medical history, biopatterns and progno-
sis. It combines data, analysis, and predictions of possible
susceptibility to diseases. The idea of the Grand Vision of
BIOPATTERN is to move away from ‘local solutions to lo-
cal problems’ and towards ‘European wide solutions to Eu-
ropean problems’. The joint activities of the project include
making information from distributed databases available in
a secure way over the Internet, and providing on-line algo-
rithms, libraries and processing facilities, e.g. for intelli-
gent remote diagnosis and consultation. It is obvious that
a grid-enabled network can facilitate the seamless sharing
and pervasive access to distributed databases and for online
bioprofiling analysis and diagnosis.

The main objectives in this paper are 1) to report the de-
velopment of a new Grid test bed, the BIOPATTERN Grid,
for biopattern analysis and bioprofiling in support of indi-
vidualised healthcare. We introduce the general architec-
ture, main functionalities and design targets of BIOPAT-
TERN Grid; 2) to illustrate how the BIOPATTERN Grid
could be used for biopattern analysis and bioprofiling for
early detection of dementia in subjects on an individual ba-
sis. A goal of the BIOPATTERN Grid is to build a Grid-
enabled test bed within the BIOPATTERN Consortium to
demonstrate the concept of biopattern analysis and bio-
profiling from ‘ birth to death’, to combat major diseases
such as brain diseases and cancer. Currently, the BIOPAT-
TERN Grid connects five sites - the University of Plymouth
(UoP), UK; the Telecommunication System Institute (TSI),
Greece; Tampere University of Technology (TUT), Fin-
land; the University of Pisa (UNIPI), Italy and Synapsis
S.r.l (Synapsis), Italy. UoP, TSI and TUT are involved in the
case study for bioprofiling over Grid for dementia which is
presented in the paper.

The remainder of the paper is organized as follows: In
Section 2, the basic infrastructure, main functionalitiesand
design targets of BIOPATTERN Grid are described. In Sec-

tion 3, a case study for Bioprofiling over Grid for early de-
tection of dementia is presented, and the implementation of
BIOPATTERN Grid prototype, Portal and Grid services and
the demonstration of two applications – scalability in high-
throughput computing and bioprofiling of Grid for detection
of dementia are discussed. Section 4 concludes the paper.

2 Architecture of BIOPATTERN Grid

2.1 BIOPATTERN Grid Architecture

The architecture of the BIOPATTERN Grid is organized
into five layers from top to bottom as illustrated in Figure 1.

The top layer is the client application layer which pro-
vides a friendly user interface to allow an end user (e.g.
a clinician or a researcher) to access the Grid portal via a
web browser. After user authentication (login/password),
the end user can then make use of grid services for
data/information query (e.g. query a patient’s clinical in-
formation), update clinical information database (e.g. when
a patient’s new biorecord, such as the EEG, is ready, this
can be uploaded to the patient’s database which may be lo-
cated locally or remotely), data analysis using selected algo-
rithms (e.g. using Fractal Dimension (FD) [12] for analysis
of the biorecord to support diagnosis of dementia (see later
for more details)), viewing results (e.g. showing the FD in-
dex in canonograms) and/or visualization (e.g. rendering
MRI image). The connection and data transfer between a
client and a server is based on HTTPS protocol.

The next layer which is at the server side is the Web
server layer. It contains web servers (e.g. main web server
and backup server) and related components (e.g. databases
and Java classes), which are used to authenticate end-users
information and to establish connections to the lower layer
(i.e. grid application layer). This layer is responsible
for handling HTTP(S) requests from end-users, forwarding
such requests to the lower layers, and retrieving as well as
sending results back to end-users. Apache Tomcat [3] is
used as the Web server in the BIOPATTERN Grid.

The Grid application layer is the third layer in the archi-
tecture. This layer plays two major roles. One role is to
translate requests from the higher layers into detailed ac-
tion requisitions based on pre-determined rules for different
grid services (e.g. EEG analysis services) and then send
those action requisitions to grid servers for execution. The
action requisitions may include creating a job or transfer-
ring a file. The custom APIs (Application Program Inter-
faces), such as data analysis and visualization, are respon-
sible mainly for providing the above mentioned functions.
Another role of the Grid application layer is to provide ef-
ficient and effective management of grid resources and jobs
based on the latest resource and job status which can be ob-
tained from grid monitoring components in a secure man-



ner. At this level, the authentication service is responsible
for checking the grid users’ credentials. The Information
Service provides the function of translating the resource in-
formation obtained from the grid resource monitoring tools
and passing this on for a variety of purposes (such as updat-
ing of resource information and recording of information
for analysis). A broker offers the function of finding ap-
propriate resources based on the job requirements and the
resource information provided by the Information Services
and of generating jobs together with job management ser-
vices. File and data services are responsible for managing
file/data transfers, etc.

The Grid Middleware Layer is responsible for dealing
with those action requisitions that come from the grid ap-
plication layer and for enabling such requisitions to become
real actions. For the BIOPATTERN Grid, some advanced
grid middleware technologies have been implemented in
this layer, including Globus Toolkit 4 (GT4) [7], Condor [6]
[18], Grid Monitoring Architecture [19] based distributed
resource monitoring tools.

GT4 is the core component in this layer, and consists
of a set of software components that implement Web Ser-
vices (WS) mechanisms for building distributed systems.
It has four main mechanisms: security, resource manage-
ment, data management and information services. The Grid
Security Infrastructure (GSI) enables secure authentication
and communication over an open network. GridFTP of-
fers high performance, secure, reliable data transfers, op-
timised for high-bandwidth wide-area networks. The WS-
Grid Resource Allocation Management (WS-GRAM) pro-
vides functions to submit, monitor, and cancel jobs on grid
resources. Other functions of job and resource management
are left for Condor to provide. These functions include
job queuing mechanism, scheduling policy, local priority
scheme, local resource monitoring, and local resource man-
agement. WS-GRAM and Condor have different roles in
job and resource management, the former focuses more on
global scale management and the latter is mainly responsi-
ble for the management of local resources. Open Grid Ser-
vice Architecture Data Access and Integration (OGSADAI)
provides generic grid data services for access to and inte-
gration of data held in relational database management sys-
tems, as well as semi-structured data held in XML reposi-
tories. WS- Monitoring and Discovery System (WSMDS)
provides services to monitor and discover resources and ser-
vices on Grids.

The bottom layer is the grid resources layer. It consists of
three main types of grid resources: computational resources
(e.g. CPUs), data resources (e.g. relational databases) and
knowledge resources (e.g. software implementations of sci-
entific algorithms and/or visualization algorithms).
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Figure 1. BIOPATTERN Grid Architecture

2.2 Functionalities and design targets of
BIOPATTERN Grid

In the design of the BIOPATTERN Grid, we have con-
sidered the following objectives and functionalities:

1). To provide support for future ’Virtual Organizations’
(VOs) or Groups for brain diseases and cancer.

The BIOPATTERN project integrates the research ef-
fort of 30 institutions across Europe to tackle and reduce
fragmentation in the new field of biopattern and biopro-
file analysis, which will underpin eHealthcare in the post
genome era. It has several special interest areas (e.g. cancer,
brain diseases and bioinformatics). In line with the ongoing
work within the BIOPATTERN project, the BIOPATTERN
Grid aims to support several virtual organizations (VOs) [8]
in the areas of brain diseases and cancer within the Consor-
tium. The clinical data and analysis algorithms are differ-
ent for each such VO. For example, for brain diseases, the
patient data may include physiological data, such as EEG
and neuroimaging data such as MRI. For cancer, the pa-
tient data may include clinical information, ultrasound im-
ages, micro array analysis, etc. For many years, partners
in BIOPATTERN Consortium have developed analysis al-
gorithms for brain diseases and cancer. Such algorithms
form part of distributed resources which can be shared via
the BIOPATTERN Grid. Patient’s data (e.g. EEG and
MRI) are also located in different sites which can be shared
across the BIOPATTERN Grid. The provision of different
VOs or Groups (e.g. BIOPATTERN Cancer Grid, BIOPAT-



TERN Dementia Grid) should facilitate collaboration be-
tween partners with common interests by enabling data
sharing, analysis and comparison of analysis methods and
evaluation.

2). To create different user-tailored Grid portals.

Even with the same medical speciality, different users
(e.g. researchers, clinicians and/or consultants) may have
different requirements from the BIOPATTERN Grid. Sev-
eral user-tailored Grid portals will be designed to meet the
different requirements and requests. For example, if a re-
searcher logs in, he/she can access a portal tailored to re-
searchers in their interested domain. In this case, the focus
will be on algorithms, analysis/comparison and cross-centre
evaluation. If a clinician logs in, a clinician-oriented portal
will be accessed. The focus in this case will be on disease
detection, diagnosis and treatment. The authorised clinician
can access/review patients clinical data and access analysis
algorithms for supporting clinical decision-making.

3). To develop a variety of grid services to meet end
users’ need.

The BIOPATTERN Grid aims to provide a variety of
grid services to meet the needs of end users. Typical
grid services can be divided into the following three cat-
egories: data query/update; data analysis; data visualiza-
tion. The data analysis services may include typical analysis
algorithms/tools developed by BIOPATTERN Consortium
to tackle specific problems (e.g. combined EEG and ge-
nomics analysis for dementia diagnosis, combined medical
informatics and bioinformatics for prognosis and survival
analysis for breast cancer). The algorithms may include
non-linear dynamical analysis techniques; neural network
and neural-fuzzy based algorithms. Due to the existence
of different data formats and data structures, a data conver-
sion service will also be provided to support the automatic
conversion of data formats. These grid services will be pro-
vided via a user-friendly Grid portal.

4). To provide high performance computing (HPC) and
high throughput computing (HTC) resources.

The BIOPATTERN Grid aims to provide both high per-
formance computing and high throughput computing re-
sources to meet the need for computation-intensive appli-
cations from the BIOPATTERN Consortium. The HPC will
be based on distributed Grid computing resources and HPC
clusters provided by the BIOPATTERN partners. This will
facilitate some near realtime medical analysis services and
applications for supporting near-real-time clinical decision
making. The HTC will be based on distributed clusters
of computers (e.g. based on Condor pools) to facilitate
non-real-time computational requirements for computation-
intensive applications. In the next section, we will illustrate
one application based on HTC.

3 Case Study – Bioprofiling over Grid for
Early Detection of Dementia

In this section, we present a case study on ’Bioprofil-
ing over Grid’ for early detection of dementia. We begin
by providing some background on dementia and then move
on to a discussion of the development of the BIOPATTERN
Grid prototype, Portal and grid services. Using the proto-
type and the Portal, we will then highlight two applications
of Grid computing to early detection of dementia: (i) the
issue of scalability and high throughput computing and (ii)
the concept of bioprofiling over grid.

3.1 Background on Dementia

Dementia is a degenerative cognitive disorder that affects
mainly elderly people. On the whole, approximately 10% of
those over 65 years of age and 50% of those over 85 years
old will develop dementia [15]. There is, at present, no
cure for this disorder, although several acetylcholinesterase
inhibitors have been registered for the symptomatic reliefof
dementia of the Alzheimer’s type (DAT). Nonetheless, un-
less sufferers are diagnosed in the early stages, they cannot
reap the maximum benefit of the treatments [2].

There are currently several clinical modalities that can be
used for the early detection of dementia. Amongst others,
the Electroencephalogram (EEG), which is a non-invasive,
real time depiction of electrical activities in the brain, of-
fers the potential for providing an acceptable and affordable
method in the routine screening of dementia in the early
stages [12].

Using the current clinical criteria, the delay between the
actual onset and clinical diagnosis of dementia is typically 3
to 5 years. It is therefore possible that poor treatment effects
reported in some studies could be due to this delay in initi-
ating treatment. This impeded advancement is mainly due
to the fact that diagnosis has been concentrated on group
comparisons, that is, attempting to separate individuals into
groups (Normal, Alzheimer’s, Parkinsons, etc.) based on
their individual conditions. An alternative to this is individ-
ualized care through subject-specific analysis where a sub-
ject’s “bioprofile” is obtained and used in the diagnosis. For
each subject, we can compare his/her current and previous
conditions to look for trends that arise over time (biopro-
file) rather than comparing it to what is generally normal
within the population. This is because the conditions of ev-
ery individual are subjective and may change dramatically
from one subject to another, or for one subject over time.
Figure 2 shows changes in a hypothetical index from a sub-
ject’s EEG. It can be seen that the index is initially normal
and only becomes “abnormal” some time after the onset of
the disease when it falls outside the normal spread. This
illustrates why a subject-specific method that compares an



Figure 2. Illustration of Subject Specific
Analysis

EEG to those taken previously from the same subject has
the potential to provide earlier detection of a disease thana
method that compares an EEG to what is generally normal
within the population.

3.2 BIOPATTERN Grid Prototype and
Portal for Detection of Dementia

In order to prove the concept of Bioprofiling over Grid
for early detection of dementia, we have built up a BIOPAT-
TERN Grid prototype as shown in Figure 3. At present, the
prototype uses three partner sites - TUT, TSI and UoP. The
bioprofile databases are distributed between the three sites.
The pool of algorithms, which includes algorithms for com-
puting, for example, the Fractal Dimension, zero-crossing
intervals, mutual information, correlation dimension and
lyapunov exponent from the EEG, is located at UoP. In ad-
dition, UoP provides four Grid nodes installed with Globus
(GT4), a condor pool with 50 nodes. A web server is hosted
in UoP to provide a Grid/Web Portal serving as an interface
between an end user and grid services/resources. Besides
the bioprofile database, the TSI site also provides four Grid
nodes installed with Globus (GT4), a condor pool with 4
nodes and it has setup a grid-portal in collaboration with
Myproxy grid service in an attempt to support the basic grid
services through a user-friendly interface (browser).

In the prototype, all clinical data are stored in differ-
ent types of databases which include patient information
databases, algorithm databases, EEG databases and related
meta-databases. The meta-databases store information that
describes the EEG data (including sizes of EEG data file,
locations, access permissions, owners, modification details)
and algorithms (including such as algorithm names and pro-
gramming languages). The OGSADAI-WSRF 2.0 is em-
ployed as an API in order to provide data services for access
to and integration of data held in those databases distributed
into three major sites (i.e. UoP, TSI and TUT).
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Figure 3. BIOPATTERN Grid Prototype for
Early Detection of Dementia

The entry point for users to start using the prototype is
through a Grid Portal. Currently, the prototype offers the
following main services:

1). Data Query – for querying patient records,
i.e. clinical information and EEG data files. Patient
records are geographically distributed.

2). Data Update/Upload– for updating/uploading pa-
tient clinical information and EEG data files

3). Data Analysis – Perform some analysis on pa-
tients data using selected analysis algorithms, e.g. us-
ing Fractal Dimension (FD) to analyse EEG data. The
analysis can be carried out based on High Perfor-
mance Computing (HPC) or High Throughput Com-
puting (HTC) resources.

Figure 4 shows a snapshot of choosing EEG analysis
from the Portal. By keying in a specified patient’s name
(e.g. Mark Thompson) and/or his other personal informa-
tion for query, the EEG analysis service can locate the pa-
tient’s distributed EEG data files. Further by selecting the
patient’s one or all EEG files, the analysis service will start
to analyse the EEG data and to show the relevant results.
The detailed implementation of EEG analysis service will
be given in the next section.

3.3 Implementation of BIOPATTERN
Grid Services

In BIOPATTERN Grid protopyte, we have implemented
the data query, data update/upload and data analysis ser-
vices. To give an insight view of these grid services, we use



Figure 4. Biopattern Grid Portal – EEG Analysis

analysis service as an example to illustrate how it is imple-
mented.

The analysis service (e.g. EEG analysis) is designed
based on a scenario that an end-user (e.g. a clinician) can se-
lect EEG analysis algorithms from the BIOPATTERN Grid
Portal to analyse a patient’s EEG data for detection and di-
agnosis of dementia. To achieve this, the clinician has to
go through several steps via the Portal, e.g. 1) query for a
specified patient; 2) select EEG data files for analysis for the
patient and submit analysis jobs; 3)choose to view analysis
results in canonograms and/or bargraphs (see Figure 4).

The analysis service is implemented in four levels from
the top customer GUI level to the bottom grid resource level
as shown in Figure 5.
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Figure 5. Implementation of Analysis Service

The customer GUI level provides user friendly inter-
faces to let end users seamlessly access grid-enabled ser-

vices. The query, analysis and result display interfaces are
designed to enable users to access the EEG analysis ser-
vice without any grid knowledge or aware there is a grid
network behind. The functionalities provided in this level
mainly include handling HTTPS requests (e.g. obtainment
of requests from end-users by filling e-forms) and forward-
ing such requests to the lower level. JSP and HTML are the
languages used in the implementation of these interfaces.
The codes are held by Tomcat containers.

In grid application level, three types of Java classes for
query, analysis and result display are implemented. They
are responsible for translating specified requests from the
above level into detailed action requisitions and for further
sending those requisitions to grid servers for execution. The
query classes can provide concurrent access of distributed
databases via OGSADAI-WSRF in order to obtain infor-
mation as descriptions of specified patients, EEG data loca-
tions, analysis algorithm locations, etc. The analysis classes
mainly offer generation of grid jobs (e.g. generation of
Resource Specification Language files for job description),
finding appropriate computational grid resources (e.g. look-
ing for light-loaded resources based on job requirements
and resource information), submission of jobs, retrieving
analysis results and forwarding the results to the higher level
for display. The result display classes enable end-users to
view such analysis results in canonograms and/or bargraphs
etc. The direct connection between result display classes
and grid middleware level will be established in the future
in order to support more complex functionalities such as 3D



visualisation.
The grid middleware level contains certain APIs which

mainly include OGSADAI-WSRF API, GT4 core API and
WS-GRAM API. All these APIs are responsible for dealing
with action requisitions from the higher level and for imple-
menting such requisitions by accessing grid resources (e.g.
algorithm databases and condor pool) in the lower level.

The grid resource level holds both data and computa-
tional resources, which are described as services held by
Globus containers. Data and knowledge resources that sup-
port the EEG analysis service includes clinical information
databases (e.g. databases for patient’s personal information
and EEG records), metadata databases (e.g. database for
descriptions of EEG data and analysis algorithms) and algo-
rithm databases (algorithms’s executable code implemented
in C/C++ or matlab). Computational resources cover both
HTC and HPC resources. The Condor pool, currently,
plays a key role in HTC-based EEG analysis. The Globus-
based computational resources support the HPC-based EEG
analysis at present.

3.4 Scalability Issues in High Throughput
Computing

The Grid provides the resources required for high per-
formance/throughput computing and analysis. It has been
reported in numerous publications that in some cases algo-
rithms which take several days to run on standalone PCs
were completed in a matter of a few hours when jobs were
distributed on the Grid [1] [4] [9].

To investigate scalability issues and to demonstrate how
the computational resources of the Grid can be employed
in the early detection of dementia, we created a hypotheti-
cal patient pool consisting of 400 subjects, each with 3 EEG
recordings. For consistency reasons, the synthetic EEG data
were created by adding random noise to 16 cases of origi-
nal EEG recordings - 8 ADs and 8 normals. These data are
hypothetical representation of recordings taken at 3 time in-
stances akin to longitudinal studies carried out in reality.
Each dataset consists of 21 channels of recording and is
1.3Mbytes. The recording duration is 4 mins and the sam-
pling rate is 128 Hz. The data format is .EDF (European
Data Format) [14]. The FD analysis algorithm is used to
compute the FD index for each synthetic EEG file.

The scalability test was carried out on the UoP-based
Condor pool, which has one job submit node/PC (Pentium 4
3GHz CPU, 1GB RAM) with Linux OS (kernel 2.6.8), and
50 execute nodes/PCs with a majority setup as Pentium 4
2.8GHz CPU, 512MB RAM and Windows XP SP2 OS. All
nodes/PCs are connected to the UoP LAN, which provides
100 Mbps Ethernet connections.

We created a total number of 1200 tasks based on the
400 subjects (each has three EEG records), and generated a

further four jobs (each with 100, 400, 800 and 1200 tasks,
respectively) in order to investigate the performance of the
Condor pool. We scaled the number of Condor nodes from
6, 9, 12 up to 50 PCs. Table 1 shows the observed execu-
tion time for running each specified number of tasks on one
machine and at different scales of the Condor pool (nodes
from 6 to 50). Figure 6 illustrates the speed-up comparison
of running different jobs at different scales of the Condor
pool.
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Figure 6. Speed-up comparison of running
different jobs at different scales of Condor
Pool

Preliminary results show that the Condor pool with 50
nodes can speed the execution time more than 19 times
when compared with the time on a stand-alone PC. We also
observed that running a job with more tasks is relatively
more efficient than running a job with fewer tasks. This
may be due to the time saving for the Condor to create and
start a job and the time to transfer executables. This work
demonstrats the benefit of EEG analysis using high through-
put computing (e.g. by Condor Pool over Grid). However,
we notice that the payoff is low when executing the EEG
analysis on more than 18 PCs. This may be due to the fol-
lowing reasons:

– Waste of CPU time. The CPU time may be wasted due
to the time required to create and start a job, to transfer
input files, output files and executables to each execute
node/PC, or due to some technical problems of Condor
(e.g. preemption).

– Lack of checkpoint services. Condor does not provide
checkpoint services on Windows machines to date, so
that when a running task is interrupted by an unknown
incident or other programs on a machine, it requires a
restart of the task.

– Processing and networking load of the Condor pool.
The running of a Condor job may be interfered by



Table 1. Performance evaluation results for scalability (w ith execution time in minutes and speed up
factor compared with 1 PC)

No. of Tasks 100 400 800 1200
No. of PCs in condor pool exe. time speedup exe. time speedup exe. time speedup exe. time speedup

1 64 - 255 - 511 - 765 -
6 15.1 4.2 55.3 4.6 103.8 4.9 152.9 5.0
9 11 5.8 40.9 6.2 76.3 6.7 113.5 6.7
12 8.7 7.4 32.5 7.9 62.2 8.2 92.1 8.3
15 7.2 8.9 27.1 9.4 52.8 9.7 78.6 9.7
18 6.2 10.3 23.1 11.0 43.3 11.8 63.2 12.1
33 4.9 13.1 17.5 14.6 33.5 15.3 46.9 16.3
50 4.4 14.5 15.0 17.0 28.3 18.1 39.8 19.2

other applications on a processor or under the local
network.

3.5 Bioprofiling for early detection of
dementia

An emerging issue in individualized care and early de-
tection of dementia is the mobility of the individual. This
is illustrated using the scenario shown in Figure 7, which
illustrates the life of a fictitious individual called Mark in
the hypothetical patient pool created earlier. Mark was born
in France and lived there until he was 20 years old. He then
went to Germany to study and work. When Mark was 40,
he relocated to Italy to take up another job. He retired at 60
years old and went to the UK to live with his children. At
the age of 62, Mark is showing early signs of Alzheimer’s
Disease (AD) (e.g. memory loss). To support medical diag-
nosis, his GP in the UK needs to look at his past and present
medical information (Mark’s bioprofile). However, as he
has lived in several countries throughout his life, it is diffi-
cult and tedious to obtain all these geographically scattered
information.

The Grid, with its secured and flexible infrastructure thus
offers a way forward by providing a platform for seamless
information retrieval, storage, exchange and analysis. For
example, Mark goes to see the GP for a follow-up check at
a memory clinic in Plymouth UK in December 2005. Using
the information query services, the GP loads Mark’s infor-
mation (bioprofile and personal information) by simply key-
ing in some of his particulars into the form provided. Upon
submission, all of Mark’s information (such as his previ-
ous medical records) will be returned to the GP in real-time
without him having to worry about where the data is lo-
cated or how it is being accessed. After a review of Mark’s
records, the GP performs another EEG recording. While
this is taking place, the GP uses the visualization tools to
see the changes in Mark’s bioprofile - other clinical find-

ings and FD indexes computed from his earlier recordings.
When the recordings are completed, they are uploaded and
analysed using the selected algorithm(s). Following this,
a textual report detailing the results of the analysis can be
generated.

From the current BIOPATTERN Grid Portal, the EEG
analysis results can be displayed using canonograms or bar-
graphs for Mark’s EEG records (distributed in TSI, TUT
and UK, respectively, representing Mark’s EEG records
taken in his 40s, 50s, and 60s) as shown in Figures 8.
Using the canonograms, clinicians can see changes in the
brain electrical activities and evaluate how Mark’s illness
is progressing. In Figure 8, the canonograms (from left
to right) show the FD value (or index) of the Mark’s EEG
taken at time instances of 1 (data located at TSI), 2 (data
located at TUT) and 3 (data located at UoP) respectively.
The FD value for the left canonogram indicates Mark in a
normal condition with high brain activity, whereas the FD
value for the right canonogram indicates Mark in a proba-
ble Alzheimer Disease with low brain activity. The middle
one shows the stage in between. The changes (or trends) in
the FD values provide some indication on the disease pro-
gression. This can help clinicians to detect dementia at an
early stage, to monitor the progression of the disease and to
monitor the response of the patient for a treatment [5].
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Figure 7. Mark’s life itinerary

It is apparent from the results that the advantages that
Grid computing brings to individualized healthcare goes be-
yond the benefits of pure high throughput and high perfor-
mance computing. In addition to a flexible and practical



Figure 8. EEG Analysis Results for Patient ‘Mark’ in Canonog rams

platform to alleviate the problem of access to geographi-
cally distributed data due to patient mobility, it also allows
clinicians access to different algorithms for data analysis
and comparison. In some cases the superior calculation re-
sources also enable the use of more accurate analysis meth-
ods such as the application of the matching pursuit method
[17] with a large wave dictionary for the EEG frequency
analysis.

4 Conclusions and Future Work

In this paper, we have presented our work on the
BIOPATTERN Grid which aims to build a Grid enabled net-
work within the BIOPATTERN Consortium to facilitate the
sharing of distributed bioprofile databases and analysis of
bioprofiles. We discussed the architecture of the BIOPAT-
TERN Grid, its general functionalities, main objectives and
the development of the BIOPATTERN Grid prototype, Por-
tal and grid services. We illustrated the use of the BIOPAT-
TERN Grid in a case study on Bioprofiling over Grid for
early detection of dementia. We demonstrated two key con-
cepts in this application - scalability issues in high through-
put computing and the concepts of bioprofiling. From the
results presented, it is clear that grid computing not only of-
fers the benefits of providing high throughput computing,
potentially it can also offer an elegant solution to some of
the emerging key problems involved in individualisation of
healthcare, e.g. by alleviating the problem of geographi-
cally distributed medical data due to mobility of individu-

als.

The BIOPATTERN Grid is an ongoing project and the
results presented here are limited in scale. In the near fu-
ture, the BIOPATTERN Grid prototype will be extended to
include more partners and more grid nodes. More clinical
data, algorithms and computing resources are being added
to the testbed, and more grid/web services to the Portal.
Computational resources will also be expanded to a larger
scale. For example, the current UoP Condor pool will soon
be expanded to over 2000 PCs within the Campus Grid Pro-
gramme. The test bed will also be connected to high per-
formance computing clusters located in UNIPI. This will
provide more powerful HTC and/or HPC resources for the
BIOPATTERN Grid. Furthermore, the incorporation of
powerful visualization tools will provide clinicians witha
wider choice to interpret results for a more comprehensive
and robust diagnosis of diseases for the benefits of individ-
ual patient.

Due to the nature of eHealthcare, the BIOPATTERN
Grid will need to address several issues before it can move
from academic/research prototype to clinical use, e.g.: (i)
ethical and regulatory issues - to what extent can we
move/share the data distributed in several sites?), (ii) pri-
vacy and security issues - how best should we address these,
given that some users may not trust an on-line system?,
(iii) QoS issues - can the system guarantee/provide adequate
QoS to meet user expectations? and (iv) scalability issues -
can the network/system cope when the data/sites scale up?.
These are important issues that will need to be addressed be-



fore the BIOPATTERN Grid will become accepted in prac-
tice. However, they should not prevent us from looking into
the future possibilities in ehealthcare with Grid computing.
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