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Abstract— Perceived voice quality is an important metric in
VoIP applications. The quality is mainly affected by network
impairments such as delay, jitter and packet loss. Playout buffer
at the receiving side can be used to compensate for the effects
of jitter based on a tradeoff between delay and loss. The
main aim in this paper is to find an efficient perceived quality
prediction method for perceptual optimization of playout buffer.
The contributions of the paper are three-fold. First, we propose
an efficient new method for predicting voice quality for buffer
design/optimization. The method can also be used for voice
quality monitoring and for QoS control. In the method, non-
linear regression models are derived for a variety of codecs
(e.g. G.723.1/G.729/AMR/iLBC) with the aid of ITU PESQ and
the E-model. Second, we propose the use of minimum overall
impairment as a criterion for buffer optimization. This criterion
is more efficient than using traditional maximum Mean Opinion
Score (MOS). Third, we show that the delay characteristics
of Voice over IP traffic is better characterized by a Weibull
distribution than a Pareto or an Exponential distribution. Based
on the new voice quality prediction model, the Weibull delay
distribution model and the minimum impairment criterion, we
propose a perceptual optimization buffer algorithm. Preliminary
results show that the proposed algorithm can achieve the op-
timum perceived voice quality compared with other algorithms
under all network conditions considered.

I. I NTRODUCTION

In Voice over IP (VoIP) applications, delay, jitter and packet
loss are the main network impairments that affect perceived
voice quality. Jitter can be partially compensated for by using
a playout buffer at the receiving end, but this introduces further
delay and additional packet loss. A tradeoff is necessary
between increased packet loss and buffer delay to achieve
satisfactory results for any playout buffer algorithm.

In the past, the choice/design of buffer algorithms was
largely based on buffer delay and loss performance (e.g. a
design objective could be to achieve a minimum average delay
for a specified packet loss rate [1]–[3] or minimum late arrival
loss [1]. This approach is inappropriate as it does not provide a
direct link to perceived speech quality. From QoS perspective,
the choice of the best buffer algorithm for a given situation
should be determined by the likely perceived speech quality.
The importance of this is now starting to be recognised [4]–

[6]. For example, in [5], perceived voice quality is used to
control the playout buffer in order to maximise the MOS
values in terms of delay and loss. The concept of perceptual
optimization has also been extended to other QoS control
problems, such as joint playout buffer/FEC control [7] to
maximise MOS values in terms of delay, loss and rate.

However, current methods of perceptual optimization are
based on assumptions about perceived voice quality which are
inappropriate. In [5], the method is based on the assumption
that the effects of packet loss and delay on voice quality are
linearly additive on the MOS scale which is doubtful. A further
assumption is that the relationship between MOS and packet
loss for codecs is linear which is not correct for most codecs.
It has also been suggested in [7] that one equation may be used
to represent the impairments due to packet loss for all codecs.
This may not be appropriate, especially for newer codecs.

In all perceptual-based buffer design/optimisation and QoS
control for VoIP, voice quality is used as the key metric
because it provides a direct link to user perceived QoS.
However, this requires an efficient and accurate objective way
to measure perceived voice quality. Most current methods [7]
[8] use the E-model [9] to predict voice quality, but the E-
model requires subjective tests to derive model parameters
which is time-consuming and often impractical. As a result,
the E-model is only applicable to a limited number of codecs
and network conditions. It is also inevitable that discontinuities
exist in subjective results [10] because only a limited range of
scenarios can be tested for. PESQ [11] gives a good measure
of voice quality, but it is not appropriate for optimisation
because of the overhead involved in its use in real-time.

In this paper, we have extended the method and developed
new models which can be used for voice quality monitoring,
buffer design/optimisation and for QoS control applications.
As the method is based on end-to-end objective measurement
instead of subjective tests, it can be easily applied to new
codecs and network conditions.

For perceived buffer design, it is important to understand
the delay distribution modeling as it is directly related to
buffer loss. The characteristics of packet transmission delay



over Internet can be represented by statistical models which
follow Normal, Exponential, Pareto and Weibull distributions
depending on applications. For example, the delay distribution
for Internet packets (for a UDP traffic) has been shown to
be consistent with an Exponential distribution [12], whereas,
Pareto distribution may be the most appropriate one to rep-
resent the tail delay characteristics for streaming media [13].
As delay characteristics may change with networks and ap-
plications, it is unclear what the appropriate delay distribution
modelling is the best fit for current VoIP traffic. This motivated
us to investigate the delay distribution modelling for VoIP trace
data collected internationlly.

The contributions of the paper are three-fold:
(1) A new method for predicting voice quality for VoIP.

In the method, a non-linear regression model is derived for
each codec with the aid of the PESQ and the E-model. We
illustrate the method for four modern codecs - G.729, G.723.1,
AMR and iLBC. (2) Second, we propose the use of minimum
impairment as a criterion for buffer optimization. This criterion
is more efficient than using traditional maximum MOS score.
(3) Third, we show that the delay characteristics of VoIP
traffic is better characterized by a Weibull distribution than a
Pareto or an Exponential distribution. Based on the new voice
quality prediction model, the Weibull distribution model and
the minimum impairment criterion, we propose a perceptual
optimization buffer algorithm. Preliminary results show that
the proposed algorithm can obtain the best voice quality when
compared with other algorithms under the network conditions
considered.

The remainder of the paper is structured as follows. In
Section II, a new method for predicting voice quality is
presented. In Section III, the perceptual optimization and
minimum impairment criterion, and the delay distribution are
discussed. In Section IV, a perceptual optimization buffer
algorithm is proposed and the performance is compared with
other algorithms. Section V concludes the paper.

II. N EW MODELS FORPREDICTING VOICE QUALITY

Fig 1a illustrates how the E-model may be used to predict
voice quality in VoIP applications. Information about the
codec, packet loss rate and delay is suitably transformed by
the Ie and Id models and then processed by the E-model to
produce a MOS value. The MOS value is a prediction of what
the perceived voice quality would be under these conditions.
However, theIe model is codec dependent and as indicated
above, the derivation of the model parameters for each codec
requires subjective tests which is impractical.

An important aim of our work is to develop an objective
method which can be used to derive theIe model for any
codec without the need for subjective tests. The proposed
method is depicted in Fig 1b and is based on the PESQ
[11] (and the new PESQ-LQ [14]). The reference speech files
are first encoded and then processed in accordance with the
network impairments parameter values and then decoded to
generate the degraded speech. The degraded speech and the
reference speech are then processed by PESQ (or PESQ-LQ)

to provide a MOS value. The MOS values can then be suitably
transformed to give measuredIe values. As shown later, given
a set of measuredIe values for a codec we can then derive
anIe model for the codec using regression techniques without
the need for subjective tests.
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Fig. 1. (a) An illustration of how to predict voice quality using the E-model,
(b) Prediction ofIe model using the PESQ

We will illustrate this for four modern codecs which are
relevant for VoIP - G.729 (8 Kb/s), G.723.1 (6.3 Kb/s), AMR
(the highest mode, 12.2 Kb/s and the lowest, 4.75 Kb/s) and
iLBC (15.2 Kb/s). In the study, the reference speech database
was taken from the ITU-T data set [15]. Packet loss was
generated from 0% to 30%, in an incremental step of 3%
and Bernoulli loss model was used for simplicity. PESQ-
LQ (Listening Quality), the latest improvements on PESQ
algorithm, is also included for comparison.

For each speech sample in the ITU-T data set, a MOS
(PESQ or PESQ-LQ) score is obtained by averaging over
30 different packet loss locations (via different random seed
setting) in order to remove the influence of loss location.
Further, the MOS score for one loss rate is obtained by
averaging over all speech samples (a total of 16 samples,
consisting of 8 males and 8 females), so that the influence
of gender is removed. The relationships between the average
MOS and packet loss rate (expressed asρ) for each of the four
codecs are shown in Fig 2.

From Fig 2, it can be seen that PESQ-LQ has a much lower
MOS score when the loss rate is high. iLBC shows the best
voice quality whenρ is high (over 4%). AMR (H, 12.2 Kb/s)
has the highest MOS score whenρ is zero. AMR (L, 4.75
Kb/s) has the lowest quality no matter with or without loss.

For the same data, the relationships between packet loss
rate,ρ and the equipment impairment factor,Ie, for the four
codecs are shown in Fig 3. The relationship between the MOS
vs. ρ in Fig 2 can be converted to the Equipment impairment
Ie, (measuredIe in Fig 1b) vs.ρ via Equations 1 and 2 [6].

R = 3.026MOS3 − 25.314MOS2 + 87.060MOS − 57.336
(1)

Ie = R0 −R (2)
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Fig. 3. Ie vs. Packet loss rateρ

From Fig 3, a non-linear regression model (similar to the
logarithm fitting function in [10]) can be derived for each
codec based on the PESQ or PESQ-LQ by the least squares
method and curve fitting. The derivedIe model has the
following form:

Ie = a ln(1 + bρ) + c (3)

whereρ is the packet loss rate in percentage. The parameters
(a, b and c) for different codecs under PESQ and PESQ-LQ
are shown in Table I and Table II, respectively.

TABLE I

PARAMETERS FOR DIFFERENT CODECS(PESQ)

Parameters AMR (H) AMR (L) G.729 G.723.1 iLBC
a 16.68 30.86 21.14 20.06 12.59

b*100 30.11 4.26 12.73 10.24 9.45
c 14.96 31.66 22.45 25.63 20.42

In Fig 3, the Ie value for zero packet loss represent the
codec impairment itself. The AMR (L, 4.75 Kb/s) has the
largest codec impairment (the largestIe), whereas, the AMR

TABLE II

PARAMETERS FOR DIFFERENT CODECS(PESQ-LQ)

Parameters AMR (H) AMR (L) G.729 G.723.1 iLBC
a 40.0 93.66 63.20 60.09 31.72

b*100 12.11 2.16 4.84 4.17 7.22
c 12.2 33.82 21.71 25.79 19.65

(H, 12.2 Kb/s) has the lowestIe value. G.729 and iLBC codecs
have similarIe values at zero packet loss, but iLBC has the
lowestIe of all four codecs when loss rate is over 3%.

Considering that the effect of codec impairment (without
loss) is fixed for any codec,Ie can be viewed as consisting
of two main components:Ie = Iec + Ieρ, where Iec is the
impairment without loss andIeρ the impairment with loss.
The Ieρ vs. ρ for PESQ-LQ is shown in Fig 4.
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Fig. 4. Ieρ vs. packet loss rateρ

Fig 4 illustrates the ability of a codec to cope with network
packet loss. From the curves, the iLBC has the lowest slope,
whereas, the AMR (H) has the highest. This further shows
that the iLBC has an obvious high robustness to packet loss.
AMR (H) has the highest MOS score under zero packet loss
condition (as shown in Fig 2), but it has the least ability to
cope with packet loss (quality decreases sharply as packet
loss increases). From Fig 4, it is clear that to use only one
curve (or model) as suggested in [7] to represent all codecs is
inappropriate. Obviously with emerging new network codecs
(with even higher robustness to loss), the diversity in the ability
of codecs to cope with packet loss will be even larger. Thus,
we recommend to use different models for each codec for
accurate parameter optimization or quality control.

Unlike Ie which is codec dependent, the delay impairment
factor, Id, is common to all codecs.Id can be derived by a
simplified fitting process in [10] with Eq 4 as below.

Id = 0.024d + 0.11(d− 177.3)H(d− 177.3)

where

{
H(x) = 0 if x < 0
H(x) = 1 if x ≥ 0

(4)

By using Id (Eq 4) andIe (Eq 3), voice quality can be
predicted using the E-model as shown in Fig 1(a). These



models can be used for buffer optimization as described in
the following section or for voice quality monitoring/control.

III. PERCEPTUALOPTIMIZATION OF PLAYOUT DELAY

AND DELAY DISTRIBUTION MODELLING

A. Optimum voice quality and minimum impairment criterion

For perceptual buffer optimization, the aim is to achieve
an optimum end-to-end voice quality (e.g. in the term of
MOS score). Considering the relationship of voice quality
and impairments (e.g. packet loss and delay), the problem of
an optimum voice quality can be converted to an issue of
minimum impairment.

We define an overall impairment functionIm which is a
function of delayd and packet lossρ, with Im = f(d, ρ) =
Id + Ieρ. If ignoring other impairments such as echo,R factor
can be further simplified as Eq 5.

R = 93.2− Id − Ie = (93.2− Iec)− Im (5)

As MOS increases monotonously withR (see Eq 1), a
maximumR value corresponds to a maximumMOS score.
Further when maximumR is obtained, it corresponds to a
minimum impairment function,Im.

Using Eqs 3 and 4,Im can be further expressed as:

Im = Ieρ + Id = a ln(1 + bρ)+
0.024d + 0.11(d− 177.3)H(d− 177.3) (6)

wherea and b are codec related constants.d is the playout
delay, including network delay (dn) and buffer delay (db). ρ
consists of network packet loss (ρn) and buffer loss (ρb).

It is a trade-off between delay and packet loss for any buffer
algorithm. When playout delayd ↑ (Id ↑), then buffer loss
ρb ↓ (Ieρ ↓). Whend ↓ (Id ↓), thenρb ↑ (Ieρ ↑). An optimum
playout delayd can be obtained when minimum impairment
Im is reached. A minimum impairment criterion for buffer
optimization is set and defined in Table III.

TABLE III

DEFINITION OF A MINIMUM IMPAIRMENT CRITERION

Given: delaydn, lossρn and codec type
Required to estimate: an optimized playout delaydopt

Such that: minimumIm can be reached

Obviously seeking for a minimumIm is more efficient than
for traditionally seeking for a maximumMOS, as it is not
necessary to convertIm to R and then toMOS (a 3rd order
polynomial) for each buffer adaptation/calculation.

In order to find the best tradeoff of delayd and packet loss
ρ, we now look at the relationship betweend andρ (or buffer
lossρb) which is described in the next section.

B. Playout delay and delay distribution funtion

The relationship betweend andρb can be described by delay
Cumulative Distribution Function (CDF ) which is defined as
F (x) = P (X ≤ x). For a playout delayd, the buffer lossρb

can be calculated asρb = P (X ≥ d) = 1− F (d).

To understand the delay distribution for current VoIP traffic,
we investigated the delay distribution for the VoIP trace
data which were collected from Internet connections between
Uni. of Plymouth (UoP), UK to Beijing Uni. of Posts &
Telecomm. (BUPT) China, UoP to Columbia Uni.(CU), USA,
UoP to Darmstadt Uni. of Tech.(DUT), Germany, and UoP
to Nanchang (NC) China. A detailed description of trace data
collection is in our previous paper [6]. We experimented with
Exponential, Pareto and Weibull distributions. The definition
of CDF for three distributions are listed in Table IV. The
RMSE (Root Mean Square Error) for the five selected traces
for different approximation models are tabulated in Table V.
The empirical and fitted CDF for trace 1 is illustrated in Fig 5.

TABLE IV

DEFINITION OF SEVERAL CUMULATIVE PROBABILITY DISTRIBUTIONS

Distribution Exponential Pareto Weibull
CDF: F(x) 1− e−(x−µ/β) 1− (k/x)α 1− e−((x−µ)/α)γ

TABLE V

RMSE OF DIFFERENT DISTRIBUTION FUNCTIONS FOR DIFFERENT TRACES

Traces Exp. Pareto Weibull
1 (BUPT→ UoP, 7/6/02) 0.04467 0.03916 0.005607
2 (UoP→ CU, 3/04/02) 0.0007858 0.0007389 0.0007233
3 (UoP→ BUPT, 11/06/02) 0.05228 0.03398 0.01064
4 (UoP→ DUT, 10/06/02) 0.01926 0.02029 0.004269
5 (UoP→ NCT, 30/05/02) 0.01376 0.01366 0.003032
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From Table V, Fig 5, it can be seen that Weibull distribution
achieved the best fit for all five traces (with the lowest RMSE)
when compared with Pareto and Exponential distribution.
As a result, we use Weibull distribution to represent delay
distribution in the perceptual-based buffer design.

C. Perceptual Optimization of Playout Delay

Given network packet lossρn (in percentage) and playout
delayd, the buffer loss (ρb) for a Weibull Distribution can be



calculated in the following Equation.

ρb = (1− ρn/100)P (X ≥ d) = (1− ρn/100)e−((d−µ)/α)γ

(7)
Replacingρb of Eq 7 into Eq 6, overall impairment factor,

Im, can be depicted as follows:

Im = 0.024d + 0.11(d− 177.3)H(d− 177.3)+
a ln

[
1 + b[ρn + (100− ρn)e−((d−µ)/α)γ

]
] (8)

For a given trace segment, the Weibull Distribution location
parameterµ equals to the minimum network delaydn, the
scale parameterα and shape parameterγ can be estimated
using maximum-likelihood-estimator (MLE) method [16] (we
use Matlab’sweibfit function directly in the simulation for
simplicity). The optimum playout delay (dopt) can be obtained
by searching for a playout delayd which meets the minimum
impairment criterion. Fig 6 shows an example ofIm vs.
d for a trace segment (with 1000 packets) selected from
trace #1. In order to see how different codecs and objective
measurement methods (e.g. PESQ/PESQ-LQ) affect playout
delay optimization, Fig 6 also showsIm vs. d for AMR122
and iLBC using PESQ and PESQ-LQ. It is obviously that the
optimum playout delay differs according to which codec and
which objective quality method are used. The iLBC/PESQ has
the smallest optimum playout delay (d1) and AMR122/PESQ-
LQ has the largest one (d4). The minimum impairment values
obtained also differ for different codecs, with iLBC (PESQ)
the lowestIm and AMR122 (PESQ-LQ) the highestIm.
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IV. PERCEPTUALOPTIMIZATION BUFFERALGORITHM

A. Perceptual Optimization Buffer Algorithm (P-optimum)

In Section III, we have derived Eq 6 which relates impair-
ment (Im) with playout delay (d) and network packet loss (ρn)
for a given trace. This can be used directly for perceived jitter
buffer algorithm optimization. For simplicity, we only use the
equation for G.723.1 codec to show the concept of perceptual
optimization buffer design.

As network traces show high possibility of “spike” which is
defined as a number of packets that have significantly higher

delays than the rest. The “spike” state can be regarded as
an exceptional state in the trace data (seen as a short-term
delay characteristics) and the remaining “non-spike” state can
be analysed in long-term delay distribution. Several algorithms
exist for spike detection. For example, Ramachandran et al [1]
proposed to use(ni − ni−1) > threshold as the detection of
a start of a spike (ni is the network delay forith packet).
This accounts for the spike with a sudden increase of delay.
However through the analysis of our collected Internet trace
data, we notice that large amounts of spike is with gradual
increase which cannot be detected by the above algorithm.
Considering spikes with sudden or gradual increase, we follow
the spike detection based on (ni > threshold) as in [2]. The
proposed perceptual optimum buffer algorithm (P-optimum) is
shown in Algorithm 1.

Algorithm 1 Perceptual Optimum Buffer Algorithm
For every packeti received, calculate the network delayni

if mode == SPIKE then
if ni ≤ tail × old d then

mode = NORMAL /* the end of a spike */
end if

else if ni > head× di then
mode = SPIKE /* the beginning of a spike */
/* savedi to detect the end of a spike later */
old d = di

else
/* normal model*/
- update delay records for the pastW packets

end if

At the beginning of a talkspurt
if mode == SPIKE then

di = ni /* estimated playout delaydi */
else

- obtain (µ, α, γ) in Weibull distribution
- search playout delayd for di = dopt which meets→
min(Im)

end if

Depending on the current mode, the playout delay for the
next talkspurt is estimated differently in each mode as shown
in Algorithm 1. In spike-detection mode, the delay of the first
packet of a talkspurt becomes the estimated playout delay for
the talkspurt. Otherwise, the perceptually optimized playout
delay based on the delay distribution of the lastW packets
(in NORMALmode) is used. The large theW value, the less
responsive the scheme to adapt. Theheadand tail parameters
are used to set the threshold for spike detection.

B. Performance Analysis and Comparison

In order to compare with other buffer algorithms, we also
implemented “exp-avg”, “fast-exp”, “min-delay”, “spk-delay”
and “adaptive” algorithms (detail see [6]). The results are
shown in Table VI for the above five traces. The window
size W is set to 1000. Thehead is 4 and thetail is 2,



as suggested in [2]. During the experiment, we changed the
window sizeW from 100 packets (3sec) to 10,000 packets
(300 sec, as suggested by [2] and [5]), we noticed that the
performance (the overall MOS score) does not show a big
difference within the range. We choseW of 1000 (30 sec), as
it is an appropriate duration for theIm or MOS calculation
and has higher computation efficiency than the longer window
length.

From Table VI, it can be seen that “P-optimum” obtained the
optimum MOS scores among all the five traces. Our previous
proposed “adaptive” algorithm achieved sub-optimum results.
The remaining buffer algorithms can achieve good results only
in some traces, but not for all. It has to be mentioned that
P-optimum has the highest complexity, whereas the others
including “adaptive” have the similar low complexity.

TABLE VI

PERFORMANCE COMPARISON FOR DIFFERENT BUFFER ALGORITHMS

Trace Buffer algorithms Lossρ (%) Delay d (ms) MOS

Trace 1

Exp-avg 4.9 298.5 2.01
Fast-exp 1.5 750.8 1.00
Min-delay 9.4 208.8 2.34
Spk-delay 10.4 225.0 2.18
Adaptive 9.0 208.1 2.37
P-optimum 10.5 188.2 2.43

Trace 2

Exp-avg 1.8 27.3 3.28
Fast-exp 0 35.9 3.44
Min-delay 1.7 27.3 3.29
Spk-delay 3.4 24.9 3.15
Adaptive 0 35.9 3.44
P-optimum 0.1 44.5 3.42

Trace 3

Exp-avg 18.2 432.4 1.01
Fast-exp 14.3 1408.6 1.00
Min-delay 22.1 312.7 1.30
Spk-delay 23.8 325.4 1.22
Adaptive 22.1 299.8 1.35
P-optimum 32.0 171.1 1.80

Trace 4

Exp-avg 5.9 24.0 2.97
Fast-exp 4.3 94.4 2.99
Min-delay 5.3 23.0 3.01
Spk-delay 7.6 21.9 2.86
Adaptive 4.3 72.8 3.02
P-optimum 5.1 34.4 3.02

Trace 5

Exp-avg 3.5 150.9 2.98
Fast-exp 0.5 176.1 3.22
Min-delay 4.5 148.8 2.91
Spk-delay 6.3 144.3 2.79
Adaptive 0.5 170.3 3.22
P-optimum 0.5 169.8 3.22

V. CONCLUSIONS

In this paper, we have proposed a non-linear regres-
sion model to predict perceived voice quality based on
PESQ/PESQ-LQ and E-model. We derived new models for
variety of codecs for VoIP applications. These models can be
efficiently used for voice quality monitoring, perceptual buffer
design/optimization and other QoS control purposes. As the
method is based on objective tests instead of subjective tests,
it can be easily extended to other new codecs or network condi-
tions. We proposed the use of minimum overall impairment as
a criterion for quality control and buffer optimization. This is
more efficient than traditional maximumMOS score criterion.

We investigated delay distribution characteristics based on
VoIP trace data collected. We find that a Weibull distribution is
a better fit than a Pareto and Exponential distribution. Based on
the derived voice quality prediction models, the Weibull delay
distribution model and the minimum impairment criterion, we
proposed a perceptual optimization playout buffer algorithm.
Preliminary results show that the proposed algorithm can
achieve the optimum perceived voice quality compared with
other algorithms under all network conditions considered.

As the work is based on the buffer adaptation at the
beginning of each talkspurt, it cannot adapt to any delay
changes during a talkspurt. Future work will extend the idea
to consider buffer adaptation during a talkspurt in order to
achieve a best trade-off among delay, loss and end-to-end jitter.
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