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Abstract— Service discovery is a challenging task in mobile
ad-hoc networks which are characterized by their dynamic,
infrastructure-less and bandwidth-limited nature. The goal of this
paper is to develop a bandwidth efficient approach for service
discovery in mobile ad-hoc networks. The main contribution
of this paper is a novel Track-based hybrid service discovery
scheme. The proposed scheme performs service discovery based
on the one dimensional proactive structure (e.g. tracks), instead
of the existing two dimensional proactive structures (e.g. zones).
This scheme can lead to reduced proactive traffic due to its
light-weight organization of the hybrid structure. The density of
proactive tracks is adapted to network traffic pattern dynamically
for less proactive traffic. We simulated theTrack-based approach
in ns-2 network simulator with various network scales and
mobility, and compared the performance with pure reactive (e.g.
flooding) and Zone-based hybrid (e.g. bordercasting) protocols.
Preliminary results show that, theTrack-based approach achieved
better efficient trade-offs between control packet overhead and
querying success rate with minimal proactive costs among all the
approaches compared.

I. I NTRODUCTION

Service discovery, which allows devices to transparently and
seamlessly locate available software/hardware entities through-
out the heterogeneous communication networks, is a critical
component for on-demand communications and collaborations
in pervasive computing environments. In the basic paradigm
of service discovery, service consumers advertise requests
containing attributes representing the services they need. A
few service providers who want to share their resources listen
on a specified interface for service requests and reply to those
matching the services they hold.

Mobile ad-hoc networks are multi-hop networks formed by
battery-powered mobile devices for instant networking needs,
i.e. in case of eHealthcare emergency or crisis management.
Service discovery is a challenging task in mobile ad-hoc net-
works due to lack of stable infrastructures as well as adverse
conditions of the wireless channel. For example, conventional
directory based service discovery standards such as Jini [1]
and UDDI [2] can not be implemented straightforwardly as
they require the support of a stable infrastructure. Related re-
search activities are in the areas of routing/resource discovery
for mobile ad-hoc networks. Most of these can be broadly
classified as: virtual backbone [3] [4], pure reactive [5] [6]
and hybrid [7] [8] [9] [10].

Approaches in the category of virtual backbone [3] [4]

try to maintain a virtual hierarchical architecture in the ad-
hoc network to support directory based service discovery.
However, the virtual hierarchy requires constant management
overhead and can be susceptible to single node failures.

Pure reactive service discovery approaches, e.g. EDSR [5],
successfully waive periodical updates by advertising service
requests on-demand. When a node needs to know about
the location of specific resources/services, it floods service
requests throughout the ad-hoc network . Response messages
will be sent back by nodes which can provide the locations of
the resources requested. Although the pure reactive schemes
do not require constant exchange of control packets, flooding
the whole network for every query is inefficient, especially
when the service could have been easily located at the node’s
neighbourhood.

Hybrid approaches such as CARD [7], ZRP [8] and its
variants [9] [10] try to benefit from the advantages of both
proactive and reactive strategies. These protocols limit periodic
exchanges of route updates to a node’s neighbourhood, i.e.
zones or vicinities of nodes several hops away. Resources
inside the proactive area will be ready on demand. For
resources not reachable in a node’s own zone or vicinity, these
protocols would dynamically initiate service discoveries in a
reactive way. They also try to reduce excess traffic flooding by
unicasting queries to remote ’contacts’ [7] or bordercasting to
neighbouring zones [8] [9] [10]. However, recursively unicas-
ting queries to remote areas are likely to incur long discovery
delays, whereas bordercasting is vulnerable to query failures
due to out-of-date topological knowledge of the complicated
proactive zones. A common drawback of these approaches
is that substantial bandwidth overhead needs to be spent on
maintaining the proactive area even in the absence of service
queries or data traffic.

The limitations of current approaches motivated us to de-
velop a more efficient and flexible hybrid service discov-
ery protocol, which should be able to minimize the control
packet overhead with light-weight proactive structure and self-
adaptability for different traffic patterns.

The main contribution of this study is a novelTrack-based
hybrid service discovery scheme. Unlike conventional Zone-
based reactive/proactive hybrid schemes [7] [8] [9] [10], the
proposed scheme deploys one dimensional tracks connecting
service consumers and providers as the proactive vicinities. By



doing so, it requires much less proactive overhead than those
with two dimensional proactive areas (e.g. circular zones). The
proposed approach is also flexible in maintaining proactive
areas. On one hand the tracks are built on existing service
consumer to service provider associations. The busier the
network, the more proactive the system behaviour becomes.
On the other hand, the efforts in taking care of the proactive
areas can be merged with those required for maintaining
communications between service consumers and providers in
the post-discovery stage. TheTrack-based scheme is designed
to be integrated with existing routing/networking protocols to
achieve better efficiency than application layer protocols (e.g.
Lanes [11]or Chord [12]).

We have implemented theTrack-based service discovery
scheme in ns-2 network simulator [13]. We compared its
performance with existing pure reactive (i.e.flooding [6])
and Zone-based (i.e.bordercasting[8]) approaches. Prelim-
inary results show that the Track-based scheme achieved
more efficient trade-offs between control packet overhead and
success rate with minimal proactive overhead among all the
approaches compared.

The remainder of this paper is organized as follows. In
Section II, we describe the details of theTrack-based service
discovery protocol. The simulation model and settings are
given in Section III. The performance measures and simulation
results are illustrated in Section IV. Section 5 concludes the
paper.

II. T HE Track-BASED SCHEME FORSERVICE DISCOVERY

A. Protocol description

The Track-based scheme is comprised of a proactive com-
ponent and a reactive component for service discovery. The
difference between the proposed protocol and the Zone-based
hybrid approaches [8] [9] [10] is illustrated in Fig. 1, where
grey areas represent proactive areas. Dark nodes correspond
to service consumers (e.g.B, C, E and G) or providers (e.g.
A, D and F). Shadow denotes nodes involved in proactive
areas, and white for the remaining individual nodes. As
illustrated in Fig. 1 (a), proactive areas in the Zone-based
service discovery are circular zones consisting of nodes several
hops away. Maintaining such a two dimensional topology
requires a lot of proactive overhead, especially when node
density is high. On the contrary, as depicted in Fig. 1 (b)
the one dimensional track-like structure of proactive areas in
the Track-based scheme would require minimal maintenance
overhead. As each node in a track only needs to keep trace of
its predecessor and its successor in the same track. TheTrack-
based scheme is also flexible in adapting the number of tracks
when the traffic pattern changes. The Zone-based strategies
require every node to maintain its proactive zone to support
its inter-zone bordercasting mechanism [8] [14], whereas in
the Track-based scheme, proactive tracks are built from the
associations between service consumer and service provider.
Thus, the density of tracks grows or decreases with the number
of these associations.
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Fig. 1. Instances of proactive areas. (a)the Zone-based service discovery,(b)
the Track-based service discovery.

B. Proactive service discovery component

The proactive component of the proposed scheme is respon-
sible for establishing and updating topological information of
tracks through periodical validation messages. It also proac-
tively maintains the states of available resources in a track.

When a service consumer successfully associated itself with
its service provider a track is created between them at the same
time. Nodes involved in a track will advertise their services
to the whole track. As illustrated in Fig. 2, proactive areas
are built on consumer-to-provider associations (e.g.B → A,
C→ A, E→ D andG→ F). The lifetime of a track will be
terminated after a certain idle period. This approach eliminates
unnecessary proactive efforts for relay nodes never used.

Periodical validation messages are emitted from a service
consumer to keep tracing its service provider and to detect
broken connections in the track structure. Each relay node in
a track forwards the validation message to its successor in
the same track and replies to its predecessor with a validation
acknowledgement. If the validation is not acknowledged for a
certain time, the node assumes the connection to its successor
is broken and invokes the local recovery procedure to repair
the broken link.

The local recovery mechanism is designed to help tracks
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Fig. 2. General view of the service discovery path between service consumer
B to service providerF



survive frequent link failures with acceptable recovering over-
head. Generally, the missing successor of a node could just
move away when the link broken is detected. And this
successor may still be accessible by other one-hop away
neighbours. It is also possible that some one-hop neighbours
have obtained alternative paths towards the destination. Based
on these considerations, we use a two-hop broadcast method to
recover the broken connections of a track. This method enables
an efficient local (two-hop away) discovery of alternative
paths of broken connections without initiating global path
discoveries.

The bandwidth overhead (i.e. transmission and reception of
control packets) required to maintain a track can be estimated
as 2σ(L − 1) + 2µ(∆ + ∆2) packets (emitted and received)
per track, whereσ is the validation rate for anL hops long
track,µ is the link breakage rate and∆ the average degree of
a node. It is a sum of validation and local recovery overhead
where2σ(L − 1) represents the former and2µ(∆ + ∆2) the
latter.

C. Reactive service discovery component

The reactive component in theTrack-based scheme is
employed to disseminate service requests that can not be
matched locally. Fig. 2 illustrates the reactive discovery path
between consumerB and service providerF. When nodeB
needs a specific type of resource or service, it first checks
the availability of such service in its own service table which
also comprises of service information of trackB → A. If the
required service can not be matched at the local service table,
the reactive component of nodeB creates and pushes a service
request to nodes in trackB → A, which would then help to
relay the request to neighbouring nodes or tracks.

To efficiently relay requests among mixed tracks and indi-
vidual nodes (as not every node is involved in a track), we
make the proactive tracks as entities to disseminate service
requests by broadcasting just as a node. However the broad-
casting points in a track are limited at nodes with higher degree
so as to efficiently cover most of the neighbouring nodes. The
number of nodes that a track broadcast to in relaying a request
are denoted as theeffective degree∆E . A higher effective
degree∆E of a track indicates more of discovery routes that
it can make. As show in Fig. 2, trackB → A made more
discovery routes than trackE→ D due to its higher∆E .

Upon receiving a service request, a reply is sent back if the
receiving node knows the location of the services requested.
Otherwise, individual nodes would rebroadcast the request to
its neighbours. For nodes belonging to tracks (e.g. nodeE and
G in Fig. 2), the request is pushed to the whole track before it
is relayed to the neighbouring areas. The same request received
by any node in this track next time is considered redundant and
will be discarded. As shown in Fig. 2, although trackG→ F
received the same requests from different nodes, only the first
copy would be processed.

As the density of proactive tracks is growing with the traffic
in the Track-based scheme, few tracks would be built up in
an idle traffic pattern. In this case, the performance of the

proposed scheme is similar to that of a reactive approach, i.e.
the Ad-hoc On-demand Distance Vector Routing (AODV) [6].
Querying traffic (transmissions and receptions) at this stage
is expected to be2Mn + frep packets per query, whereMn

is the number of links in an ad-hoc network with size n and
frep represents the number of service reply packets unicasted
to the requesting source. The value offrep can be roughly
estimated according to the distance between the replying nodes
and the requesting source [15]. Witht tracks existing in the
n nodes network, the reactive overhead of this approach can
be estimated as2(M ′

n +
∑t

i=0 ∆Ei) + frep, where M ′
n is

the number of links excluding those connected to the t tracks
and∆Ei is the effective degree of tracki. As Mn is growing
faster than the network size, reduceMn to M ′

n contributes to
the reduction of reactive packets overhead per request.

III. S IMULATION MODEL

In this section, we briefly present the parameters and set-
tings in simulating the behaviours of theTrack-based scheme
as well as the protocols used for performance comparison,
namely, flooding and bordercasting. We implemented these
service discovery mechanisms in the ns-2 network simulator.
The link layer and physical interface were set to approximate
the Lucent WaveLANTM card with 250m nominal propaga-
tion range. IEEE 802.11b was utilized as the MAC protocol
operating at a data rate of 2 MBit/s.

In order to maintain a constant node density (an average
of 8 for ∆ ), mobile nodes are randomly distributed in an
area growing from 700m×700m to 1800m×1800m, while the
number of nodes ranges from 20 to 120 to reflect realistic
scenarios. In our simulations, nodes move according to the
random-waypoint mobility model as described in [5] [9]. Max-
imum velocities range between 0 m/s and 20 m/s, while the
pause time is kept at 0 seconds to cause continuous movement.
The default maximum velocity is 5m/s for varying simulation
topologies. While we changing the maximum velocity, the
default network size is 40 nodes and the default simulation
area is 1000m×1000m.

Among the service discovery protocols simulated,flooding
and the reactive component of theTrack-based scheme are
extensions to AODV, whilebordercastingis derived from ZRP
with 2-hop zone radius, and is configured with query detection
and early termination as described in [5]. To simulate the
procedure of service discovery, we generally specify 3 pairs of
service providers for 3 categories of services resulting in a total
of 6 providers. We also vary the number of service consumers
and query rate in traffic patterns noted as T(C, Q), i.e. each
of C service consumers initiatesQ queries every second for
each kind of service in turn. If not stated, the default traffic
pattern is T (12, 1). While we varying the traffic patterns, the
network size is fixed at 40 and maximum speed fixed at 5m/s.

IV. SIMULATION RESULTS AND EVALUATION

The measures deployed for performance evaluation and the
results obtained from the ns-2 simulation are described in this
section. We measured the system’s performance in terms of



control packets overhead and first attempt success rate. In
the results given by the following figures, each data point
corresponds to a mean of 100 repeated measurements with
different random seeds. We also plot the 95% confidence
interval as error bars on these figures.

A. Control packets overhead

The control packets overhead consists of querying over-
head and proactive overhead. Querying overhead gives a
quantitative view on traffic produced for a service query,
while proactive overhead represents those required to maintain
proactive areas of an ad-hoc network averaged over a certain
period of time. HELLO beacons are not included as their
quantity is independent from the discovery schemes used. We
try to illustrate that how theTrack-based scheme) adapt to
various traffic patterns in Fig 3. We can see from Fig. 3
that the reactive traffic decreases when the network becomes
busier. This is the natural cause of increased track density.
Higher track density makes the behaviour of theTrack-based
scheme become more proactive, as also indicated by the curve
of proactive traffic.
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Fig. 3. Control packets overhead vs. Traffic Pattern

Figs. 4 and 5 presents a comparison of the querying
overhead among the three service discovery protocols against
varying network size and mobility. The overhead measured
includes transmission as well as reception of control packets
in each operation. From these two figures, we can see that
Track achieved at least 30% less traffic thanflooding in
transmitting requests and replies in all the scenarios simulated.
From Fig. 4 it seems thatbordercastingoutperforms the rest
with its efficient inter-zone bordercasting techniques. However,
Fig. 5 shows that the performance ofbordercastingdegrades
dramatically when the maximum speed is increased. This
result is due to thatbordercastingdelivers requests according
to its bordercast tree topology that may be inadequate in
frequent link failures or collisions caused by high mobility.

Figs. 6 and 7 gives the overall control packets overhead
comparison with indications of the contributions of both
reactive and proactive overhead. The control packets overhead
measured are quantified as packets per second when the
reactive traffic is generated from 1 query per second. As shown
in Figs. 6 and 7, proactive traffic constitutes of 80-90% of the
overall overhead ofbordercastingin all scenarios. As the two
dimensional proactive zone ofbordercastingrequires frequent

exchanging of control packets (e.g. link state packets) to
sense topology reconfigurations. Such maintenance expenses
are very sensitive to the size or mobility of the ad-hoc network.
On the contrary, reactive traffic constitutes of 60-90% of the
overall overhead ofTrack. For flooding, all of the overall
overhead is produced only in reactive queries. However, with
such a low query rate, the proactive traffic of theTrack-based
scheme does not lead to worse performance thanflooding. In
fact, Figs. 6 and 7 show that the overall traffic forTrack is
about 25% less than that offlooding in large network size or
high mobility scenarios. There are several reasons why the
Track-based scheme can achieve such a significant reduction
in proactive traffic. Firstly, the one dimensional structure of
tracks requires very light traffic for maintenance or local
recovery. Secondly, the number of tracks are adapted to fit
the traffic pattern of the mobile ad-hoc networks, whereas
in bordercastingthe proactive zones are independent of the
pattern of traffic.

B. First attempt success rate

The first attempt success rate is the ratio of successful
queries in one try over the total number of generated queries.
This metric is more straightforward than those obtained in
simulations of [7] [10]with up to 3 retries for failure queries.
The performance of first attempt success rate try is illus-
trated in Figs. 8 and 9 against growing network size and
mobility, respectively. Despitebordercastingcan efficiently
deliver requests among proactive zones and reducing querying
traffic with its inter-zone bordercasting mechanism, whose
accuracy heavily relies on its knowledge of the proactive
zones’ topology [10]. As more link state packets are lost in
collisions or link breakages, it is more difficult to precisely
maintain the topological information when the network size
or mobility increase. Therefore, the first attempt success rate
of bordercastingdrops significantly when the network size
or mobility increase, as shown by Figs. 8 and 9. Although
collision-free solutions may help to release this problem,
we can still observe the weakness of relying on proactively
maintained topology to unicast service requests.

Also plotted in Figs. 8 and 9, the curves ofTrack and
flooding do not show much sensitivity on changing network
size or mobility.Trackkeeps the first attempt success rate over
90% in most cases. This value is generally decreasing with
the network size. However, from Figs. 8 it is approaching that
of floodingwhen we increase mobility. This is because more
tracks are likely to be broken in higher mobility scenarios
resulting in the more reactive behaviour of theTrack-based
scheme. From the two figures, we can conclude that theTrack-
based scheme does not trade much of the querying success rate
off for the reduced querying or proactive overhead.

V. CONCLUSION

In this paper, we present the novelTrack-based scheme
for service discovery in mobile ad-hoc networks. TheTrack-
based scheme is a combined proactive/reactive hybrid service
discovery approach. It tries to minimize the proactive traffic
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with its one dimensional track-like structure of proactive areas.
It also adapts the density of proactive tracks to different
traffic patterns for better efficiency. We simulated the proposed
scheme in the ns-2 network simulator for a wide range
of network scale and mobility scenarios. Its performance is
compared with pure reactive (e.g.flooding) and Zone-based
hybrid (e.g.bordercasting) protocols against several Quality of
Service measures (e.g. control packets overhead, first attempt
success rate). Preliminary results show that, theTrack-based
approach requires minimal overhead to maintain its light-
weight hybrid framework and performs more efficiently in
balancing the trade-offs between control packets overhead and
other performance measures among the approaches compared.
Future work involve more intelligent algorithms for the organi-
zation of the proactive track structure to achieve better Quality
of Service for upper layer applications.
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